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For
Anna, Becky, and Cathy
“... and she had never forgotten that, if you drink much from
a bottle marked ‘poison,” it is almost certain to disagree with
you, sooner or later.”
From Alice’s Adventures in Wonderland, by Lewis Carroll






Preface

This fourth and probably final edition of Principles of Biochemical Toxicology has, like the
previous editions, evolved against the background of my involvement with the teaching of
toxicology on various courses at various levels and in various places.

The objective of the book has always been to form a sound introduction to the basic
principles of the subject from a biochemical and mechanistic viewpoint. It is a testament to the
vitality and progression of toxicology that the increasing sophistication, complexity, and
expansion of the subject mean that revision of at least parts of this book is essential every few
years. However, a book of this size cannot realistically cover all of the diverse aspects of
toxicology in equal depth and detail and include all the new developments that are occurring,
hence the extensive bibliography, which should be used to complement this text where more
detail or other examples are wanted.

This is probably the most extensive revision, because I changed to a part-time teaching
contract in order to do it. I hope that readers feel it has been worthwhile!

As previously, I have taken into account comments that have been made to me since the
third edition was published. I have added new examples to broaden the scope as well as
updated existing ones. I have also redone, and I hope improved, many of the diagrams as well
as adding many new ones.

Special thanks to Anna for all her help with the diagrams.

Again, special thanks to Cathy, particularly this time for her critical comments and
advice, the diagrams she has drawn or helped with, and, as always, for her patience, support,
and, indeed, forebearance when I could not see the light at the end of the tunnel.

John A. Timbrell
April 2008
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71 | Introduction

1.1 BACKGROUND

Toxicology is the subject concerned with the study of the noxious effects of chemical
substances on living systems. It is a multidisciplinary subject, as it embraces areas of
pharmacology, biochemistry, chemistry, physiology, and pathology; although it has sometimes
been considered as a subdivision of some of these other subjects, it is truly a scientific
discipline in itself.

Toxicology may be regarded as the science of poisons; in this context, it has been studied
and practiced since antiquity, and a large body of knowledge has been amassed. The ancient
Greeks used hemlock and various other poisons, and Dioscorides attempted a classification of
poisons. However, the scientific foundations of toxicology were laid by Paracelsus (1493-1541),
and this approach was continued by Orfila (1787-1853). Orfila, a Spanish toxicologist working
in Paris, wrote a seminal work, Trait des Poisons, in 1814 in which he said toxicology should be
founded on pathology and chemical analysis.

Today, highly sensitive and specific analytical methods are used and together with the
new methods of molecular biology have a major impact on the development of the science.

Interactions between chemicals and living systems occur in particular phases. The first is
the exposure phase where the living organism is exposed in some way to the chemical and
which may or may not be followed by uptake or absorption of the chemical into the organism.
This precedes the next phase in which the chemical is distributed throughout the organism.
Both these phases may require transport systems. After delivery of the chemical to various
parts of the organism, the next phase is metabolism, where chemical changes may or may not
occur, mediated by enzymes. These phases are sometimes termed “toxicokinetics,” whereas
the next phase is the toxicodynamic phase in which the chemical and its metabolites interact
with constituents of the organism. The metabolic phase may or may not be a prerequisite for
the final phase, which is excretion.

This sequence may then be followed by a phase in which pathological or functional
changes occur.

Ability to detect exposure and early adverse effects is crucial to the assessment of risk as
will be apparent later in this book. Furthermore, understanding the role of metabolites rather
than the parent chemical and the importance of concentration in toxic effects are essential in
this process.

Therefore, toxicology has of necessity become very much a multidisciplinary science.

There are difficulties in reconciling the often-conflicting demands of public and
regulatory authorities to demonstrate safety with pressure from animal rights organizations
against the use of animals for this purpose.

Nevertheless, development of toxicology as a separate science has been slow, particularly
in comparison with subjects such as pharmacology and biochemistry, and toxicology has a
much more limited academic base. This may in part reflect the nature of the subject, which has
evolved as a practical art, and also the fact that many practitioners were mainly interested in
descriptive studies for screening purposes or to satisfy legislation.

Another reason may be that funding is limited because of the fact that toxicology does
not generate novel drugs and chemicals for commercial use, rather it restricts them.
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1.2 SCOPE

The interest in and scope of toxicology continue to grow rapidly, and the subject is of profound
importance to human and animal health.

The increasing numbers (at least 100,000) of foreign chemicals (xenobiotics) to which
humans and other organisms in the environment are exposed underlies this growth.

These include drugs, pesticides, environmental pollutants, industrial chemicals, and food
additives about which we need to know much, particularly concerning their safety. Of
particular importance, therefore, is the ability to predict, understand, and treat toxicity as
shown by examples such as paracetamol hepatotoxicity (see chap. 7).

This requires a sound mechanistic base to be successful. It is this mechanistic base that
comes within the scope of biochemical toxicology, which forms the basis for almost all the
various branches of toxicology.

The development of toxicology has been hampered by the requirements of regulatory
agencies, which have encouraged the “black box” approach of empiricism as discussed by
Goldberg (see Bibliography). However, the black box has now been opened, and we are
beginning to understand what is inside. But will it prove, especially in relation to risk
assessment, to be Pandora’s box? The routine gathering of data on toxicology, preferably of a
negative nature, required by the various regulatory bodies of the industrial nations, has tended
to constrain and regulate toxicology.

Furthermore, to paraphrase Zbinden (see Bibliography), misuse of toxicological data and
adverse regulatory action in this climate of opinion have discouraged innovative approaches to
toxicological research and have become an obstacle to the application of basic concepts in
toxicology. However, the emphasis on and content of basic science at recent toxicology
congresses is testimony to the progress that has taken place in the period since Goldberg and
Zbinden wrote their articles (see Bibliography).

Ideally, basic studies of a biochemical nature should be carried out if possible before, but at
least simultaneously with, toxicity testing, and a bridge between the biochemical and morpho-
logical aspects of the toxicology of a compound should be built. It is apparent that there are many
gaps in our knowledge concerning this connection between biochemical events and subsequent
gross pathological changes. Without an understanding of these connections, which will require a
much greater commitment to basic toxicological research, our ability to predict toxicity and assess
risk from the measurement of various biological responses will remain inadequate.

Thus, any foreign compound, which comes into contact with a biological system, will
cause certain perturbations in that system. These biological responses, such as the inhibition of
enzymes and interaction with receptors, macromolecules, or organelles, may not necessarily be
toxicologically relevant. This point is particularly important when assessing in vitro data, and it
involves the concept of a dose threshold or the lack of such a threshold, in the “one molecule,
one hit” theory of toxicity.

1.3 BIOCHEMICAL ASPECTS OF TOXICOLOGY

Biochemical toxicology is concerned with the mechanisms underlying toxicity, particularly the
events at the molecular level and the factors, which determine and affect toxicity.

The interaction of a foreign compound with a biological system is twofold: there is the
effect of the organism on the compound and the effect of the compound on the organism.

It is necessary to appreciate both for a mechanistic view of toxicology. The first of these
includes the absorption, distribution, metabolism, and excretion of xenobiotics, which are all
factors of importance in the toxic process and which have a biochemical basis in many
instances. The mode of action of toxic compounds in the interaction with cellular components,
and at the molecular level with structural proteins and other macromolecules, enzymes, and
receptors, and the types of toxic response produced are included in the second category of
interaction. However, a biological system is a dynamic one, and therefore a series of events
may follow the initial response. For instance, a toxic compound may cause liver or kidney
damage and thereby limit its own metabolism or excretion.

The anatomy and physiology of the organism affect all the types of interaction given
above, as can the site of exposure and entry of the foreign compound into the organism. Thus,
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Figure 1.1 The bacterial metabolism of cycasin.

the gut bacteria and conditions in the gastrointestinal tract convert the naturally occurring
compound cycasin, methylazoxymethanol glycoside, into the potent carcinogen methylazox-
ymethanol (Fig. 1.1). When administered by other routes, cycasin is not carcinogenic.

The distribution of a foreign compound and its rate of entry determine the concentration
at a particular site and the number and types of cells exposed. The plasma concentration
depends on many factors, not least of which is the metabolic activity of the particular
organism. This metabolism may be a major factor in determining toxicity, as the compound
may be more or less toxic than its metabolites.

The excretion of a foreign substance can also be a major factor in its toxicity and a
determinant of the plasma and tissue levels. All these considerations are modified by species
differences, genetic effects, and other factors. The response of the organism to the toxic insult is
influenced by similar factors. The route of administration of a foreign compound may
determine whether the effect is systemic or local.

For example, paraquat causes a local irritant effect on the skin after contact but a serious
and often fatal lung fibrosis if it gains entry into the body and bloodstream. Normally, only the
tissues exposed to a toxic substance are affected unless there is an indirect effect involving a
physiological mechanism such as an immune response. The distribution and metabolism of a
toxic compound may determine the target organ damaged, as does the susceptibility of the
particular tissue and its constituent cells. Therefore, the effect of a foreign compound on a
biological system depends on numerous factors, and an understanding and appreciation of
them is a necessary part of toxicology.

The concept of toxicity is an important one: it involves a damaging, noxious, or
deleterious effect on the whole or part of a living system, which may or may not be reversible.
The toxic response may be a transient biochemical or pharmacological change or a permanent
pathological lesion. The effect of a toxic substance on an organism may be immediate, as with a
pharmacodynamic response such as a hypotensive effect, or delayed, as in the development of
a tumor.

It has been said that there are “no harmless drugs only harmless ways of using them.” It
could equally be said, “There are no harmless substances, only harmless ways of using them,”
which underscores the concept of toxicity as a relative phenomenon. It depends on the dose and
type of substance, the frequency of exposure, and the organism in question. There is no absolute
value for toxicity, although it is clear that botulinum toxin has a much greater relative toxicity or
potency than DDT(p,p’-dichlorodiphenyltrichloroethane) on a weight-for-weight basis (Table 1.1).

Table 1.1 Approximate Acute LDso Values for a Variety of Chemical Agents

Agents Species LDso (mg/kg body weight)
Ethanol Mouse 10,000
Sodium chloride Mouse 4,000
Morphine sulfate Rat 900
Phenobarbital, sodium Rat 150
DDT Rat 100
Strychnine sulfate Rat 2
Nicotine Rat 1
Tetrodotoxin Rat 0.1
Dioxin (TCDD) Guinea pig 0.001
Botulinum toxin Rat 0.00001

Abbreviations: LD, lethal dose; TCDD, 2,3,7,8-tetrachlorodibenzo-p-dioxin. Source: Data from Loomis TA,
Hayes AW. Loomis’s Essentials of Toxicology. 4th ed. San Diego: Academic Press, 1996.
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(|3H
H—C—H
H—C—SH Cl—CH=CH—AsCl,

H_?_SH Chlorovinyl dichloroarsine
H (Lewisite)
Dimercaprol Fig.ure 12 The structures of Lewisite and dimercaprol or British
(BAL) anti-Lewisite.

The derivation and meaning of LDs, will be discussed in detail in Chapter 2. However, the LDs is
now seldom regarded as a useful parameter of toxicity except in particular circumstances such as
the design of pesticides.

There are many different types of toxic compounds producing the various types of
toxicity detailed in chapter 6. One compound may cause several toxic responses. For instance,
vinyl chloride is carcinogenic after low doses with a long latent period for the appearance of
tumors, but it is narcotic and hepatotoxic after single large exposures (see chap. 7).

Investigation of the sites and modes of action of toxic agents and the factors affecting
their toxicity as briefly summarized here is fundamental for an understanding of toxicity and
also for its prediction and treatment.

For example, the elucidation of the mechanism of action of the war gas Lewisite (Fig. 1.2),
which involves interaction with cellular sulfhydryl groups, allowed the antidote, British anti-
Lewisite or dimercaprol (Fig. 1.2), to be devised. Without the basic studies performed by Sir
Rudolph Peters and his colleagues, an antidote would almost certainly not have been available
for the victims of chemical warfare.

Likewise, empirical studies with chemical carcinogens may have provided much
interesting data but would have been unlikely to explain why such a diverse range of
compounds causes cancer, until basic biochemical studies provided some of the answers.

SUMMARY

Toxicology, also called the science of poisons, is a multidisciplinary subject dealing with the
noxious effects of chemicals on living systems. It has a long history in relation to the art of
poisoning but has now become more scientifically based. The scientific foundations of
toxicology were laid by Paracelsus and later by Orfila. Toxicology is interrelated with the
activities of regulatory authorities, and its importance is a reflection of the large numbers of
chemicals to which man and the environment are exposed. It relies on an understanding of the
basic biochemistry and physiology of living systems and the relevant chemistry of toxic
molecules. Thus, the interaction of a chemical with a living system occurs in phases and
involves both an effect of the chemical on the biological system and of the biological system on
the chemical. These interactions are affected by numerous factors.

The science of toxicology requires an appreciation of the fact that not all effects observed
are toxicologically relevant. Toxicity is a damaging effect on whole or part of a living system.

An understanding of the mechanism of toxicity of a chemical is essential for a proper
assessment of risk and can lead to the development of antidotes. There are no harmless
chemicals, only harmless ways of using them.

REVIEW QUESTIONS

1. Which 16th century scientist was important in the development of toxicology and
why?

2. Why is cycasin only carcinogenic when ingested by mouth?

3. How many times more toxic is botulinum toxin than nicotine in the rat?

4. What was the contribution of Orfila to the development of toxicology?
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2 | Fundamentals of Toxicology and
Dose-Response Relationships

2.1 INTRODUCTION

The relationship between the dose of a compound and its toxicity is central in toxicology.
Paracelsus (1493-1541), who was the first to put toxicology on a scientific basis, clearly
recognized this relationship. His well-known statement: “All substances are poisons; there is none
that is not a poison. The right dose differentiates a poison and a remedy” has immortalized the
concept. Implicit in this statement is the premise that there is a dose of a compound, which has
no observable effect and another, higher dose, which causes the maximal response. The dose-
response relationship involves quantifying the toxic effect or response and showing a
correlation with exposure. The relationship underlies the whole of toxicology, and an
understanding of it is crucial. Parameters gained from it have various uses in both
investigational and regulatory toxicology. It should be appreciated, however, that toxicity is
a relative phenomenon and that the ways of measuring it are many and various.

2.2 BIOMARKERS

To discuss the dose-response relationship, it is necessary to consider the dose of a chemical, the
nature of the response to it, and what factors affect the response to the chemical. These
considerations are also important in the process of risk assessment for any chemical.

Determination of the true exposure to a chemical substance and of the response of the
organism to that chemical and its potential susceptibility to toxic effects are all crucial
parameters in toxicology. Biomarkers are tools, which enable us to measure these things.

There are thus three types of biomarkers: biomarkers of exposure of the organism to the
toxic substance, biomarkers of response of the organism to that exposure, and biomarkers of
susceptibility of the organism to the chemical.

2.2.1 Biomarkers of Exposure

At its simplest, measurement of the dose is determination of the amount of chemical
administered or the amount to which the animal or human is exposed (such as in air or water).
However, it cannot be assumed that all of the dose will be absorbed, even in the case of a drug
given to a patient (see chap. 3). Therefore, a more precise estimate of exposure is often needed.
This is usually the blood level of the chemical. The level of a chemical in the blood
approximates to the concentration in organs and tissues, which are perfused by that blood (see
chap. 3), and so this is a true biomarker of exposure. It is assumed that the target for toxicity
will be located in one or more of these organs or tissues. However, a metabolic breakdown
product (see chap. 4) may be responsible for the toxicity, and therefore, measuring the parent
chemical may not always be an appropriate biomarker of exposure. A more appropriate
marker of exposure would be the metabolite itself, and this is termed a “biomarker of internal
dose.” Metabolites, especially if they are reactive, may interact with macromolecules such as
proteins and nucleic acids (see chap. 6), often resulting in conjugates or adducts. These can also
be measured. If the conjugate is part of the process of toxicity, measurement of such a
conjugate in blood or other body fluid is a valuable biomarker of effective dose.

However, quantitative environmental exposure data for humans or other animals are
often sadly lacking because studies are usually retrospective, and so, samples of body fluids
will not have been taken. Biomarkers of exposure are relatively transient and even conjugate
with hemoglobin in blood, which are the most persistent, and are generally only detectable for
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about three months after exposure. So unless a prospective study is being carried out or there
is continuous or continual repeated exposure, measurement of biomarkers of exposure may
not be possible. Biomarkers of effective dose were found to be extremely valuable in the study
of aflatoxin-induced liver cancer in humans (see chap. 5).

For environmental exposure, therefore, the dose may have to be estimated from the
amount in soil or water or air or food. If there is industrial exposure, workers in well-regulated
industries are monitored such that their urine or blood may be sampled regularly and
analyzed for biomarkers of exposure.

2.2.2 Biomarkers of Response

Living organisms can show many kinds of toxic or adverse response to a chemical exposure,
ranging from biochemical or physiological to pathological. Consequently there are many
biomarkers of response, which can be measured. These include markers such as enzymes,
which appear in the blood when an organ is damaged, increases in enzymes or stress proteins
resulting from induction (see chap. 5), changes in urinary constituents resulting from damage
or metabolic dysfunction, increases or decreases in enzyme activity, and pathological changes
detected at the gross, microscopic, and subcellular level. Indeed, a biomarker of response could
be almost any indication of altered structure or function. The search for novel biomarkers now
uses techniques in molecular biology, such as the study of changes in genes (genomics or
transcriptomics), changes in the proteins produced from them (proteomics), and changes in the
metabolites resulting from these proteins (metabonomics). However, although these new
technologies have and certainly will have an increasingly important role, interpretation of the
often large amount of data generated is a significant task requiring bioinformatic techniques
such as pattern recognition. Furthermore, all biomarkers of response must be validated in
relation to certain criteria. It cannot be assumed, because a gene is switched on or off, a protein
is increased or decreased, or a metabolic pathway is influenced by a chemical, that the
measurement is a usable biomarker, which reflects toxicity. Some changes are coincidental
rather than causal, some reflect changes, which are inconsequential to the function of the
organism, and some changes are transient and irrelevant.

2.2.3 Biomarkers of Susceptibility

Finally, biomarkers, which indicate variation in the susceptibility of the organism, can be
determined, and again, these cover a range of types from deficiency in metabolic enzymes to
variation in repair systems. These would typically be measured in individual members of a
population. An example could be a genetic deficiency in a particular enzyme involved in
detoxication or xenobiotic metabolism such as cyp 2D6 or N-acetyltransferase (see chap. 5). A
less common type of susceptibility marker is that reflecting increased responsiveness of a
receptor or resulting from a metabolic disorder, such as glucose 6-phosphate dehydrogenase
deficiency, leading to increased susceptibility to toxicity. The interrelationships between these
three types of biomarkers are indicated in Figure 2.1.

2.2.4 The Use of Biomarkers in Risk Assessment
Biomarkers are used at several stages in the risk assessment process. Biomarkers of exposure
are important in risk assessment, as an indication of the internal dose is necessary for the
proper description of the dose-response relationship. Similarly, biomarkers of response are
necessary for determination of the no observed adverse effect level (NOAEL) and the dose-
response relationship (see below). Biomarkers of susceptibility may be important for
identifying especially sensitive groups to estimate an uncertainty factor.

Thus, biomarkers allow the crucial link between the response and exposure to be
established (see the sect. 2.5).

2.3 CRITERIA OF TOXICITY

Clearly there are many different kinds of toxic effect as will be discussed in chapter 6 and also
many different ways of detecting and measuring them. However, it is necessary at this stage to
consider in general terms what is meant by the term “toxic response” or “toxic effect.” This
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Figure 2.1 Types of biomarker and their relationship to the exposure-disease model of toxicity. Source: From Ref. 1.

may depend on the nature of the system being evaluated and the circumstances of exposure.
Some biological effects of chemicals may be trivial, others serious and lethal.

Toxic effects or responses can be divided into those that are graded and those that are
“all or none.” Graded effects are those such as the inhibition of an enzyme, or a change in
blood pressure, which can show some effect between zero and maximal, that is, an increase in
severity will be seen. All-or-none responses are those that are only present or absent (on or off),
such as death or the presence of a tumor. Both types of effect/response can be used to
construct a dose-effect/dose-response curve, but there is a difference between them. With a
graded effect, this is measured in each individual organism at a particular level of exposure to
the chemical. Then usually the average effect for the organisms at a particular dose is plotted
against the dose. If different doses have been investigated, then a dose-effect curve can be
constructed. With an all-or-none response, the percentage of organisms responding to a
particular dose is plotted, which might be 0% at a low dose and 100% at a high dose. This
reflects an underlying frequency distribution as will be discussed later.

First, it is important to distinguish between toxic effects occurring at the point or site of
exposure (e.g., the stomach), so-called local effects, and those toxic effects occurring at a site
distant from the site of exposure, known as systemic effects. Local effects are usually limited to
irritancy and corrosive damage such as from strong acids, which occur immediately but can be
reversible. The one exception is sensitization, which involves the immune system but is often
manifested at the site of the exposure (e.g., skin) although may be delayed.

It is also important at this point to identify that some effects may be reversible, whereas
others are irreversible and that this can be for a number of reasons. Reversibility may be due to
replacement of an inhibited enzyme, for example, or repair of damaged tissue. Irreversibility
could be due to inability to repair a damaged organ or tissue. If this organ has a crucial
function, then the organism may die.

In contrast to local irritants and corrosive acids and alkalis, other chemicals, such as the
drug paracetamol (see chap. 7), cause systemic toxicity, damaging the liver, possibly
irreversibly and with some delay after an oral overdose. Penicillin can also cause systemic
toxicity as a result of an immune reaction, which may be immediate and serious, if it is
anaphylaxis (see chap. 7). However, this effect, if not fatal, is reversible.

Some toxic chemicals cause both local and systemic effects. For example, cadmium
fumes, which may occur in industrial environments, can cause lung damage when inhaled, but
the cadmium absorbed will damage the kidneys.
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Cancer caused by chemicals can occur at the site of action or systemically depending on
the carcinogen. Thus, carcinogenic cigarette smoke constituents such as benzola]pyrene lead to
cancer of the lung when inhaled but benzola]pyrene will also cause cancer of the skin if this is
exposed to it.

Cancer is usually a delayed response, sometimes very much delayed, and is also often
irreversible.

Later chapters will explore some of these examples and points in more detail.

Lethality has already been mentioned in the previous chapter, and at one time, this was
considered the important measure of toxicity in experimental animals and was quantified as
the LDs (see below). However, it is an unnecessary and crude measure of the all-or-none type,
which is dependent upon and can be influenced by many factors and so will show
considerable variability. Lethality, therefore, is no longer an endpoint, which is used except in
specific circumstances such as pesticide development.

As already discussed, information on toxicity is normally derived from experimental
animals, starting with preliminary acute toxicity studies covering a range of doses, and these
may be all that is necessary to classify a chemical [as described by van den Heuvel et al. (2)]. In
such studies, careful observation of clinical signs and symptoms and their time course can be
very important and could suggest underlying mechanisms. For example, a chemical, which
caused a variety of symptoms such as constricted pupils, labored breathing, hind limb
weakness, and diarrhea, might be acting by interfering with the cholinergic system as
organophosphates do (see chap. 7). If the effects occur very rapidly, this might suggest that a
major biochemical or physiological system is affected. For example, cyanide is rapidly lethal
because the target is cytochrome aaz in the mitochondrial electron transport chain, which is
vital to all cells (see chap. 7). The blockade of this enzyme will therefore stop cellular
respiration in many different tissues.

At the end of toxicity studies during the postmortem, observations such as the
occurrence of pathological change, for example, liver damage can be detected. In later, longer-
term studies, a specific biochemical change, such as inhibition of an enzyme or a physiological
change, might be detected in blood samples or specific physiological measurements. Some
pathological damage can be detected from biomarkers in blood such as leakage of enzymes or
changes in metabolites.

Simple changes can also be useful, and important indicators such as changes in body
weight, which is quite a sensitive marker of dysfunction, or organ weight, which can be a
sensitive indicator of pathological change. Generally, in studies of the toxicity of a chemical, a
variety of biomarkers of effect or response will be measured, particularly biochemical markers,
which are quantitative indicators of dysfunction.

The selection of a measurable index of toxicity in the absence of an obvious pathological
lesion can be difficult, but information derived from preliminary toxicity studies may indicate
possible targets.

Biomarkers, which are closely connected to the mechanism of toxicity, are preferable.
This may, of course, require an underlying knowledge of the target site, which may be a
receptor, enzyme, or other macromolecule.

For example, the industrial chemical hydrazine not only causes death, as a result of
effects on the central nervous system, but also causes dysfunction in the liver, leading to the
accumulation of fat. This effect is not related to the lethality, but it shows a clear relationship
with dose. The response, that is, fatty liver, is a graded effect rather than an all-or-none
response and can be quantitated either as an increase in liver weight (as percent of body
weight) or by specific measurement of the triglycerides. Both measurements show a similar
dose-effect curve (Fig. 2.2).

In contrast, the lung damage and edema (water accumulation) caused by ipomeanol,
discussed in greater detail in chapter 7, is directly related to the lethality. This can be seen from
the dose-response curve (chap. 7, Fig. 39) and can also be seen when the time course of death
and lung edema, measured as the wet weight/ dry weight ratio, are compared (chap. 7, Fig. 38),
strongly suggesting a causal relationship between them.

When information is derived from human epidemiological studies, it will normally be
incidence of a particular disease or morbidity such as cancer or maybe the appearance of a
novel disease, that is, all-or-none responses.

Toxicity studies can also be carried out in vitro and dose-response curves constructed.
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In in vitro systems, criteria of toxicity will generally be measurements of either specific
biochemical changes, such as ATP level or protein synthesis, or general indicators such as cell
metabolic activity, viability, or membrane damage as indicated by dye uptake or enzyme
leakage.

2.4 NEW TECHNOLOGIES

New techniques are being employed in toxicology in various ways, such as the development of
new biomarkers. Thus, mechanisms underlying toxic effects are being unraveled using
molecular biological techniques such as genomics and transcriptomics. Sophisticated separation
techniques and mass spectrometry are being applied to identify protein targets and measure
changes in them using proteomics. Separation and identification of metabolites using techniques
such as high-pressure liquid chromatography and high-resolution nuclear magnetic resonance
spectroscopy (NMR) are being used in metabonomics. When used together, these three
techniques (genomics, proteomics, and metabonomics) show how chemicals cause metabolic
alteration or dysfunction, starting in some cases with a change in gene expression and
transcription or a mutation. The use of highly sensitive accelerator mass spectrometry (AMS)
allows extremely small doses of a potential drug to be given to human volunteers and the drug
and metabolites to be detected, so that some indication of potential metabolism is possible.

2.5 EVALUATION OF TOXICITY
The toxicity of a chemical can be determined in one of three ways:

1. By observing human, animal, or plant populations exposed to a chemical
(epidemiology)

2. By administering the chemical to animals or plants under controlled conditions and
observing the effects (in vivo)

3. By exposing cells, subcellular fractions, or single-celled organisms to the chemical
(in vitro)

2.5.1 Human Toxicity Data

The exposure of humans to chemicals may occur accidentally through the environment, as part
of their occupation or intentionally, as with drugs and food additives. Thus chemical accidents,
if thoroughly documented, may provide important information about the toxicity of a chemical
in humans. Similarly, monitoring of humans exposed to chemicals at work may, if well
documented, provide useful evidence of toxicity. Thus, monitoring biochemical indices of
pathological change may be carried out in humans during potential exposure (see the sect. 2.2).
An example is the monitoring of agricultural workers for exposure to organophosphorus
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insecticides by measuring the degree of inhibition of the enzyme acetylcholinesterase in blood
samples (see chap. 7). However, acquiring such human data is often difficult and is rarely
complete or of a good-enough standard to be more than additional to animal studies. One
problem is the lack of adequate exposure information. However, epidemiological data may at
least indicate that a causal relationship exists between exposure to the chemical and an effect in
humans. Studying particular populations of predatory birds and measuring certain
parameters, such as eggshell thickness and pesticide level, is an ecotoxicological example of
testing for toxicity in the field.

For a drug, detecting toxic effects is more straightforward. Experimental animals are
given various doses of the new drug, and any toxic effects are evaluated. Then, before
marketing, drugs are first given to a small number of human volunteers (5-10) in phase I
clinical trials and then later to a relatively small number of patients (100-500) in phase II
clinical trials, then to a larger number of patients (2000-3000) in phase III clinical trials. If it is
licensed by the authorities, it is made available to the general public (phase IV clinical trials).
Both during the early clinical trials and the eventual use by the general public, adverse
reactions can be detected.

Data obtained from human exposure or clinical trials is analyzed by epidemiological
techniques. Typically, effects observed will be compared with those in control subjects with the
objective of determining if there is an association between exposure to the chemical and a
disease or adverse effect.

There are four types of epidemiological study:

1. Cohort studies in which individuals exposed to the chemical of interest are followed
overtime prospectively. This design is used in clinical trials of drugs. Controls are
subjects selected out of the patient population and have the disease for which the
drug is prescribed. The controls receive an inactive “placebo.”

2. Case-control studies in which individuals who have been exposed and may have
developed a disease are compared retrospectively with similar control subjects who
have no disease.

3. Cross-sectional studies are those in which the prevalence of a disease in an exposed
group is studied.

4. Ecological studies are those in which the incidence of a disease in one geographical
area (where there may be hazardous chemical exposure) is compared with the
incidence in another area without the hazardous chemical.

Epidemiological data can be analyzed in various ways to give measures of effect. The
data can be represented as an odds ratio, which is the ratio of the risk of disease in an exposed
group compared with a control group. Odds ratio can be calculated as

A xB/C xD,

where A = no. of cases of disease in exposed population; B = no. of unexposed controls without
disease; C = no. of exposed subjects without disease; D = no. of unexposed controls with disease.
The relative risk is determined as the ratio of the occurrence of the disease in the exposed to the
unexposed population. The absolute excess risk is an alternative quantitative measure. Relative risk
is calculated as A/B, where A = no. of cases of disease in total exposed group per unit of
population; B = no. of cases of disease in total nonexposed control group per unit of population.

Absolute excess risk calculated as number of cases of disease per unit of exposed
population minus number of cases of disease per unit of unexposed population.

When setting up epidemiological studies and when assessing their significance, it is
important to be aware of confounding factors such as bias and the need for proper controls.

For further details on epidemiology, the reader is referred to the bibliography.

2.5.2 Animal Toxicity Data

Although human data from epidemiological studies are useful, the majority of data on the
toxicity of chemicals are gained from experimental studies in animals. Some of these studies
will be carried out to understand the mechanism behind the toxicity of a particular chemical,
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other studies will be carried for regulatory reasons. This data will be generated by toxicity
studies, which are controlled and which generate histopathological, clinical, and biochemical
data.

The data so acquired is used for the risk assessment and safety evaluation of drugs prior
to human exposure, for food additives before use, and for industrial and environmental
chemicals. In the case of drugs, this information is essential before the drug can be
administered to patients in clinical trials, and similarly, for food additives and other chemicals,
it is required to set a NOAEL (see below).

Because animal tests can be carefully controlled with the doses known exactly, the
quality of the data is generally good. The number of animals used should be enough to allow
statistical significance to be demonstrated. Humane conditions and proper treatment of
animals are essential for scientific as well as ethical reasons, as this helps to ensure that the
data is reliable and robust.

The problem of extrapolation between animal species and humans always has to be
considered, but past data as well as theoretical considerations indicate that in the majority of
cases, (but not all) toxic effects occurring in animals will also occur in humans.

The most common species used are rats and mice for reasons of size, the accumulated
knowledge of these species, and cost. Normally, young adult animals of both sexes will be
used. The exposure level of the chemical chosen will ideally span both nontoxic and maximally
toxic doses.

Currently, mice have the advantage in being available as genetically modified varieties.
They can, therefore, be engineered to express human enzymes, for example. Consequently,
they can be used to evaluate the mechanism underlying a toxic effect or to simulate a human in
terms of metabolism, for example.

To show and evaluate some types of toxic effect, a particular species might be required.

For veterinary drugs or environmental pollutants, the target species will normally
be used.

2.5.3 In Vitro Toxicity Studies

It has become necessary to question the use of in vivo safety evaluation studies in animals
because of the pressure from society to reduce the use of live animals in medical research.
Consequently, there has been an increase in the exploration and use of various in vitro systems
in toxicity testing. The current philosophy is embodied in the concept of the three R’s:
replacement, reduction, and refinement. Thus if possible, live animals should be replaced with
alternatives. If this is not possible, then measures should be adopted to reduce the numbers
used. Finally, research workers should also refine the methods used to ensure greater animal
welfare and reduction in distress and improve the quality of the data derived, if possible.

In some areas, the use of in vitro systems has been successful. For example, the use of
in vitro tests for the detection of genotoxicity is now well established. These tests include the
well-known Ames test, which relies on detecting mutations in bacteria (such as Salmonella
typhimurium). These are useful early screens for detecting potential genotoxicity.

Other microorganisms such as yeast may also be used. Mammalian cells can similarly be
employed for tests for genotoxicity, typically mouse lymphoma or Chinese hamster ovary cell
lines. Human lymphocytes can be used for the detection of chromosomal damage. Fruit flies
are sometimes used for specific tests such as the detection of sex-linked recessive lethal
mutations. However, there is only partial correlation between a positive result for
mutagenicity in tests such as the bacterial test and carcinogenicity in an animal. That is,
known animal carcinogens are not universally mutagenic in the bacterial tests and vice versa,
some mutagenic chemicals are not carcinogenic in animals (see chap. 6 for more discussion).
Therefore, although in vitro bacterial tests may be used to screen out potential genotoxic
carcinogens, those compounds, which are not apparently mutagenic, may still have to be
tested for carcinogencity in vivo at a later stage.

Unfortunately, there are a number of problems with many of the in vitro systems
currently in use, which make the use of such systems for prediction and risk assessment
difficult.

Thus primary cells (i.e., obtained freshly from a human or animal organ) may show poor
viability in medium- to long-term experiments, and this can limit their usefulness to short-term
exposures. There are also major biochemical changes, which occur with time in primary cells,
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starting from almost the moment of preparation of the tissue. Changes, such as in the level and
proportions of isozymes of cytochrome P-450, for instance, which occur over the first 24 hours
after isolation will influence the toxicity of chemicals in those cells if metabolic activation is a
factor (see chaps. 4, 5, and 7).

An alternative in vitro system is the use of cell lines, immortal cells, which will continue
to grow and can be frozen and used when needed. However, these cells, usually derived from
tumors, are not the same as those in normal tissue.

Where comparisons have been made with in vivo data, in many cases, the in vitro system
reacts differently to the tissue in the animal in vivo. This difference may be qualitative or
quantitative.

Therefore, the data generated from them have to be viewed with caution. This is
particularly the case if the data are being used as part of a risk assessment. Such in vitro data
may underestimate the toxicity in vivo.

Thus, it is not yet possible to replace all animal experiments with in vitro systems even
though considerable progress has been made. In vitro systems are particularly useful, however,
for screening out toxic compounds, which might otherwise be developed, for mechanistic studies
and for comparing different compounds within a group of analogues, for example.

2.6 INTERACTIONS

It is appropriate at this point to mention, in general terms, interactions, which may affect toxic
responses. However, many specific factors will be discussed in detail later in this book and
especially in chapter 5.

Although under experimental conditions, animals and humans are mostly exposed to
only one chemical, in the environment, organisms of all kinds are potentially exposed to
mixtures of chemicals. This is clearly the case with the administration of drugs, patients with
some conditions receiving several drugs simultaneously. Also patients receiving only one drug
may also be exposed to other chemicals in food or at their place of work. Similarly, pesticides
may be mixtures, and wild organisms can be exposed to several different pesticides as they
move through their environment.

Therefore, knowledge and understanding of interactive effects of chemicals are crucial
for a number of reasons. For example

The design of antidotes to poisoning
The use of pesticides

The toxicity of drugs

The toxicity of environmental chemicals
The interaction of diet and drugs

AR e

In toxicology, we must be aware of this and the various possible consequences, which
have a number of underlying mechanisms. The simplest situation is for a mixture of two
chemicals.

When two chemicals (or more), which have the same toxic effect, are given to an animal,
the resulting toxic response could simply be the sum of the individual responses. This
situation, where there is no interaction, is known as an additive effect. Conversely, if the
overall toxic response following exposure to two chemicals is more than the sum of the
individual responses, the effect is called “synergism.” There are a number of possible reasons
for this. For example, both chemicals could interact with the same system differently, so as to
enhance the effect such as by one increasing the sensitivity of the receptor for the other. An
example of synergy is a combination of ethanol and carbon tetrachloride. Both are toxic to the
liver, but together they are much more toxic than either separately. Another example is the
combined effect of asbestos and cigarette smoking in humans, which both cause lung cancer.
Asbestos, increases the incidence by fivefold, and smoking increases the incidence by 11-fold,
but the combination of the two as in a smoker who works with asbestos, is a 55-fold increase in
the incidence of cancer.

Potentiation is similar to synergism except that the two substances in question have
different toxic effects, or perhaps, only one is toxic. For instance, when the drug disulphiram is
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given to alcoholics, subsequent intake of ethanol causes toxic effects to occur because of the
interference in the metabolism of ethanol by disulphiram. However, disulphiram has no toxic
effect at the doses administered. There are many other examples of potentiation and a number
of them are covered in this book (see sects. 7.2.4, 7.2.5, and 7.2.1, chap. 7).

It should be noted that synergism and potentiation may be defined in the reverse way in
some texts, and the term “insecticide synergists,” as defined here, usually reflects potentiation.
The definition used here is the same as that used in pharmacology.

It is also conceivable that the administration of two substances to an animal may lead to a
toxic response, which is entirely different from that of either of the compounds.

This would be a “coalitive” effect. Alternatively, “antagonism” may occur in which one
substance decreases the toxic effect of another toxic agent. Thus, the overall toxic effect of the
two compounds together maybe less than additive.

2.6.1 Mechanisms
There are four basic mechanisms underlying interactions: functional, chemical, dispositional,
and receptor.

Functional interactions are those in which both of the two chemicals affect a bodily system
perhaps by different mechanisms, and either increase or decrease the combined effect. For
example, both atropine and pralidoxime decrease the toxic effects of organophosphate
compounds by different means, a combination of the two antidotes leads to a large increase in
effectiveness (synergism).

Chemical interactions are those in which one chemical combines with another to become
more or less toxic. For example, the chelating agent EDTA combines with toxic metals such as
lead and decreases its toxicity (antagonism).

Dispositional interactions are those in which one chemical affects the disposition of the
other, usually metabolism. Thus, one chemical may increase or inhibit the metabolism of
another to change its toxicity. For example, 2,3-methylenedioxynaphthalene inhibits
cytochrome P-450 and so markedly increases the toxicity of the insecticide carbaryl to flies
(potentiation) (see chap. 5). Another example, which results in synergy, is the increased toxicity
of the organophosphorus insecticide malathion (see chap. 5) when in combination with
another organophosphorus insecticide, EPN. EPN blocks the detoxication of malathion. Many
chemicals are either enzyme inhibitors or inducers and so can increase or decrease the toxicity
of other chemicals either by synergism or potentiation (see chap. 5).

Receptor interactions are those where two chemicals both interact with the same receptor
to change (usually decrease) the toxic effect of the combination. For example, naloxone binds
to the same receptor as morphine and other opiates and so can be used as an antidote to excessive
doses of opiates (antagonism). In other cases, such as when two organophosphates are
used together, both acting on acetylcholinesterase, the combined effect would be as expected
(additive).

These interactive effects may be visualized graphically as isoboles (Fig. 2.3) or
alternatively, there are simple formulae, which may be used for detecting them:

__expected EDs; of (A + B)
- observed EDs of (A + B)

If V < 0.7, there is antagonism; if V = 0.7 — 1.3, an additive effect occurs; if V=13 - 1.8,
the effect is more than additive; if V > 1.8, there is synergism or potentiation. For further
discussion, see Brown (4) and references therein. Note that these interactive effects may occur
with single acute doses or repeat dosing, and may depend on the timing of the doses relative to
each other.

The response of an organism to a toxic compound may become modified after repeated
exposure. For example, tolerance or reduced responsiveness can develop when a compound is
repeatedly administered. This may be the result of increasing or decreasing the concentration
of a particular enzyme involved or by altering the number of receptors. For example, repeated
dosing of animals with phenobarbital leads to tolerance to the pharmacological response as a
result of enzyme induction (see chap. 5). Conversely, tolerance to the hepatotoxic effect of a
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large dose of carbon tetrachloride results from the destruction of particular enzymes after
small doses of the compound have been administered (for more details see chap. 7).

After repeated dosing of animals with B-agonist drugs such as clenbuterol, there is a
decrease in both the density of B-receptors in muscle tissue and the stimulation of protein
synthesis caused by this drug.

2.7 DOSE RESPONSE

It is clear from the earlier discussion that the measurable endpoint of toxicity may be a
pharmacological, biochemical, or a pathological change, which shows percentage or propor-
tional change. Alternatively, the endpoint of toxicity may be an all-or-none or quantal type of
effect such as death or loss of consciousness. In either case, however, there will be a dose-
response relationship. The basic form of this relationship is shown in Figure 2.4.

However, the dose response relationship is constructed, using either graded or all-or-
none data, it is based on certain assumptions. Although not all toxic reactions can be ascribed
to interactions with receptors with certainty, those due to pharmacological effects mostly can.
Thus drugs show toxic reactions, which are commonly exaggerated pharmacological effects,
which may represent effectively the top part of the dose-effect curve for therapeutic action. For
example, if a drug causes lowering of blood pressure (via a receptor interaction), a high dose of
the drug may lower this to a dangerous level, and this then is a toxic reaction. Alternatively,
the drug may interact with another receptor, and this can lead to unwanted, adverse effects. It
should be realized, however, that receptors are not the only structures specifically present in
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cells, which can elicit a particular physiological or cellular response when a toxic chemical
binds. Enzymes and other macromolecules such as DNA can also be considered as “receptors,”
binding to which may cause a particular response. However, for many toxic chemicals, the
identity of the receptor or cellular target(s) is unknown.

Two examples of toxicity, where the target is known, are carbon monoxide, which
interacts specifically with hemoglobin, and cyanide, which interacts specifically with the
enzyme cytochrome az of the electron transport chain (see chap. 7). The toxic effects of these
two compounds are a direct result of these interactions and, it is assumed, depend on the
number of molecules of the toxic compound bound to the receptors. However, the final toxic
effects involve cellular damage and death and also depend on other factors. Other examples
where specific receptors are known to be involved in the mediation of toxic effects are
microsomal enzyme inducers, organophosphorus compounds, and peroxisomal proliferators
(see chaps. 5-7).

The study of receptors has not featured as prominently in toxicology as in pharmacology.
However, with some toxic effects such as the production of liver necrosis caused by paracetamol,
for instance, although a dose-response relation can be demonstrated (see chap. 7), it currently
seems that there may be no simple toxicant-receptor interaction in the classical sense. It may be
that a specific receptor-xenobiotic interaction is not always a prerequisite for a toxic effect. Thus,
the pharmacological action of volatile general anesthetics does not seem to involve a receptor, but
instead the activity is well correlated with the oil-water partition coefficient. However, future
detailed studies of mechanisms of toxicity will, it is hoped, reveal the existence of receptors or
other types of specific targets where these are involved in toxic effects.

The dose-response relationship is predicated on certain assumptions, however:

1. That the toxic response is a function of the concentration of the compound at the site
of action

2. That the concentration at the site of action is related to the dose

3. That the response is causally related to the compound given

Examination of these assumptions indicates that there are various factors that may affect
the relationship. Furthermore, it is also assumed that there is a method for measuring and
quantifying the toxic effect in question. As already indicated, there are many possible
endpoints or criteria of toxicity, but not all are appropriate.

2.7.1 Toxic Response Is a Function of the Concentration at the Site of Action

The site of action may be an enzyme, a pharmacological receptor, another type of
macromolecule, or a cell organelle or structure. The interaction of the toxic compounds at
the site of action may be reversible or irreversible. The interaction is, however, assumed to
initiate a proportional response. If the interaction is reversible, it may be described as follows:

ki
R+ T=RT (1)

ko
where R = receptor; T = toxic compound, RT = receptor-compound complex, k; and k, = rate
constants for formation and dissociation of the complex, then

R][T] _ ki _
W = k_2 =Kr (2)

where KT = dissociation constant of the complex. If [Rt] is the total concentration of receptors and
[Rt] = [R] + [RT], then
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If the response of effect (e) is proportional to the concentration of RT, then
€ = k3 [RT}

and the maximum response (E,,.x.) occurs when all the receptors are occupied:

Emax. = ks [Rt}
then:
RT
€ = Emax. u
R
This may be transformed into
Emax. [T]
€= 4
Ky + [T] @

Thus, when [T] = 0, e = 0 and when e = Y2E,,,«, Kt = [T]. Thus, Eq. 4 is analogous to the
Michaelis-Menten equation describing the interaction of enzyme and substrate.

Thus, the more the molecules of the receptor that are occupied by the toxic compound,
the greater the toxic effect. Theoretically, there will be a concentration of the toxic compound at
which all of the molecules of receptor (r) are occupied, and hence, there will be no further
increase in the toxic effect

[RT]

ie., ——— =1 or 100% occupancy

]

The relationship described above gives rise to the classical dose-response curve (Fig. 2.4).

For more detail and the mathematical basis and treatment of the relationship between the
receptor-ligand interaction and dose-response relationship, the reader is recommended to
consult one of the texts indicated at the end of this chapter (5-7).

However, the mathematics describes an idealized situation, and the real situation in vivo
may not be so straightforward. For example, with carbon monoxide, as already indicated, the
toxicity involves a reversible interaction with a receptor, the protein molecule hemoglobin (see
chap. 7 for further details of this example). This interaction will certainly be proportional to the
concentration of carbon monoxide in the red blood cell. However, in vivo about 50% occupancy
or 50% carboxyhemoglobin may be sufficient for the final toxic effect, which is cellular hypoxia
and lethality. Duration of exposure is also a factor here because hypoxic cell death is not an
instantaneous response. This time-exposure index is also very important in considerations of
chemical carcinogenesis.

Therefore, in vivo toxic responses often involve several steps or sequelae, which may
complicate an understanding of the dose-response relationship in terms of simple receptor
interactions. Clearly, it will depend on the nature of response measured. Thus, although an
initial biochemical response may be easily measurable and explainable in terms of receptor
theory, when the toxic response of interest and relevance is a pathological change, which
occurs over a period of time, this becomes more difficult.

The number of receptor sites and the position of the equilibrium (Eq. 1) as reflected in
KT, will clearly influence the nature of the dose response, although the curve will always be of
the familiar sigmoid type (Fig. 2.4). If the equilibrium lies far to the right (Eq. 1), the initial part
of the curve may be short and steep. Thus, the shape of the dose-response curve depends on the
type of toxic effect measured and the mechanism underlying it. For example, as already
mentioned, cyanide binds very strongly to cytochrome az and curtails the function of the
electron transport chain in the mitochondria and hence stops cellular respiration. As this is a
function vital to the life of the cell, the dose-response curve for lethality is very steep for
cyanide. The intensity of the response may also depend on the number of receptors available.
In some cases, a proportion of receptors may have to be occupied before a response occurs.
Thus, there is a threshold for toxicity. With carbon monoxide, for example, there are no toxic
effects below a carboxyhemoglobin concentration of about 20%, although there may be
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measurable physiological effects. A threshold might also occur when the receptor is fully
occupied or saturated. For example, an enzyme involved in the biotransformation of the toxic
compound may become saturated, allowing another metabolic pathway to occur, which is
responsible for toxicity. Alternatively, a receptor involved in active excretion may become
saturated, hence causing a disproportionate increase in the level of the toxic compound in the
body when the dose is increased. Such saturable processes may determine the shape and slope
of the dose-response curve.

However, when the interaction is irreversible, although the response may be propor-
tional to the concentration at the site of action, other factors will also be important.

If the interaction is described as

R+ T =RT (5)
RT — 7,

the fate of the complex RT in Eq. 5 is clearly important. The repair or removal of the toxin-
receptor complex RT may therefore be a determinant of the response and its duration.

From this discussion, it is clear that the reversible and irreversible interactions may give
rise to different types of response. With reversible interactions, it is clear that at low
concentrations, occupancy of receptors may be negligible with no apparent response, and there
may, therefore, be a threshold below which there is a “no-effect level.” The response may also
be very short, as it depends on the concentration at the site of action, which may only be
transient. Also, repeated or continuous low-dose exposure will have no measurable effect.

With irreversible interactions, however, a single interaction will theoretically be sufficient.
Furthermore, continuous or repeated exposure allows a cumulative effect dependent on the
turnover of the toxin-receptor complex. An example of this is afforded by the organophosphorus
compounds, which inhibit cholinesterase enzymes (see Aldridge (7) and chap. 7).

This inhibition involves reaction with the active site of the enzyme, which is often
irreversible. Resynthesis of the enzyme is therefore a major factor governing the toxicity.
Toxicity only occurs after a certain level of inhibition is achieved (around 50%). The
irreversibility of the inhibition allows cumulative toxicity to occur after repeated exposures
over an appropriate period of time relative to the enzyme resynthesis rate.

With chemical carcinogens, the interaction with DNA after a single exposure could be
sufficient to initiate eventual tumor production with relatively few molecules of carcinogen
involved, depending on the repair processes in the particular tissue. Consequently, chemical
carcinogens may not show a measurable threshold, indicating that there may not be a no-effect
level as far as the concentration at the site of action is concerned. Although the DNA molecule
may be the target site or receptor for a carcinogen, it now seems as though there are many
subsequent events or necessary steps involved in the development of a tumor. There may,
therefore, be more than one receptor-carcinogen interaction, which will clearly complicate the
dose-response relationship.

Also access to the target may be a factor. For example, DNA repair seems to be very
important in some cases of chemical carcinogenesis and will contribute to the presence of a
dose threshold.

The existence of “no-effect doses” for toxic compounds is a controversial point, but it is
clear that to measure the exposure sufficiently accurately and to detect the response reliably
are major problems (see below for further discussion). Suffice it to say that certain carcinogens
are carcinogenic after exposure to concentrations measured in parts per million, and the dose-
response curves for some nitrosamines and for ionizing radiation appear to pass through zero
when the linear portion is extrapolated. At present, therefore, in some cases no-effect levels
cannot be demonstrated for certain types of toxic effect.

With chemical carcinogens, time is also an important factor, both for the appearance of
the effect, which may be measured in years, and for the length of exposure. It appears that
some carcinogens do not induce tumors after single exposures or after low doses but others do.
In some cases, there seems to be a relationship between exposure and dose, that is, low doses
require longer exposure times to induce tumors than high doses, which is as would be
expected for irreversible reactions with nucleic acids. For a further discussion of this topic, the
reader is referred to the articles by Aldridge (7, chap. 6) and Zbinden (8).



20 Chapter 2

2.7.2 Concentration at the Site of Action Is Related to the Dose

Although the concentration in tissues is generally related to the dose of the foreign compound,
there are various factors, which affect this concentration. Thus, the absorption from the site of
exposure, distribution in the tissues, metabolism, and excretion all determine the concentration
at the target site. However, the concentration of the compound may not be directly
proportional to the dose, so the dose-response relationship may not be straightforward, or
marked thresholds may occur. For instance, if one or more of the processes mentioned is
saturable or changed by dose, disproportionate changes in response may occur. For example,
saturation of plasmaprotein binding sites may lead to a marked increase in the plasma and
tissue levels of the free compound in question. Similarly, saturation of the processes of
metabolism and excretion, or accumulation of the compound, will have a disproportionate
effect. This may occur with acute dose-response studies and also with chronic dosing as, for
example, with the drug chlorphentermine (chap. 3, Fig 19), which accumulates in the adrenals
but not in the liver after chronic dosing.

The result of this is accumulation of phospholipids, or phospholipidosis, in the tissues
where accumulation of the drug occurs. Active uptake of a toxic compound into the target
tissue may also occur. For example, the herbicide paraquat is actively accumulated in the lung,
reaches toxic concentrations in certain cells, and then tissue damage occurs (see chap. 7).

The relationship between the dose and the concentration of a compound at its site of
action is also a factor in the consideration of the magnitude of the response and no-effect level.

The processes of distribution, metabolism, and excretion may determine that none of the
compounds in question reaches the site of action after a low dose, or only does so transiently.
For both irreversible and reversible interactions, but particularly for the latter, this may be the
major factor determining the threshold and the magnitude and duration of the response. For
example, the dose required for a barbiturate to induce sleep in an experimental animal and the
length of time that that animal remains unconscious can be drastically altered by altering the
activity of the enzymes responsible for metabolizing the drug. Changes in the level of a toxic
compound in the target tissue may occur because of changes in the pH of the blood or urine,
causing changes in distribution and excretion of the compound. This phenomenon is used in
the treatment of poisoning to reduce the level of drug in the central nervous system after
overdoses of barbiturates and salicylates (see chap. 7). Both of these examples involve
alteration of the concentration of drug at the site of action.

2.7.3 Response Is Causally Related to the Compound

Although this may seem straightforward, in some cases, the response is only indirectly related
and is therefore not a useful parameter of toxicity to use in a dose-response study. This may
apply to situations where enzyme inhibition is a basic parameter but where it may not relate to
the overall toxic effect. For example, inhibition by lead of aminolaevulinic acid dehydrase, an
enzyme, which is involved in heme synthesis, can be readily demonstrated to be dose related,
but is clearly not an appropriate indicator of lead-induced renal toxicity in vivo.

When more information has been gained about the toxicity or when the underlying
mechanism of toxicity is understood, then more precise indicators of toxicity can be measured.
Similarly, this criterion must be rigorously applied to epidemiological studies where a causal
relationship may not be apparent or indeed may not even exist.

2.8 MEASUREMENT OF DOSE-RESPONSE RELATIONSHIPS

It should be clear from the earlier discussion that the measurable endpoint of toxicity could be
a biochemical, physiological, or pathological change. This toxic effect will show a “graded”
increase as the dose of toxicant increases. Alternatively, the toxic effect may be an all-or-none
effect such as death or the presence or absence of a tumor (which can be considered in such a
way). These are also called quantal effects. In this case, an increase in the dose will result in an
increase in the proportion of individuals showing the response rather than an increase in the
magnitude of the effect.

Therefore, we can identify two types of relationship with the dose of the toxicant: a dose-
effect relationship (graded effect) and a dose-response relationship (all-or-none effect).
However, the term “dose-response relationship” is often used to describe both types.
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With graded effects, as the dose increases, the effect, such as inhibition of an enzyme,
increases from zero to maximum. This results in a sigmoid curve when plotted (Fig. 2.4). There
is, therefore, a threshold dose below which there is no effect but above which an effect is
detectable. Clearly, there will also be maximal effect above which no further change is possible;
it is impossible to inhibit an enzyme more than 100%, for instance.

However, the quantal type of relationship with dose will also show a sigmoid curve
when appropriately plotted. In this case, the curve derives from a frequency distribution (Fig. 2.5),
which is the familiar Gaussian curve.

Those animals or patients responding at the lowest doses (Fig. 2.5) are more sensitive
(hypersensitive) and those responding at the highest doses are less sensitive than the average
(hyposensitive). The median point of the distribution is the dose where 50% of the population
has responded and is the midpoint of the dose-response curve (Fig. 2.6). If the frequency
distribution of the response is plotted cumulatively, this translates into a sigmoid curve. The
more perfect the Gaussian curve, the closer to a true sigmoid curve will the dose-response
curve be.

A threshold also exists for quantal dose responses as well as graded, i.e., there will be a
dose below which no individuals respond. However, the concept of a threshold also has to be
considered in relation to the variation in sensitivity in the population, especially a human
population with great variability. Thus, although there will be a dose at which the greatest
number of individuals show a response (see point B in Fig. 2.5), there will be those individuals
who are very much more sensitive (point A in Fig. 2.5) or those who are much less sensitive
(point C in Fig. 2.5). This consideration is incorporated into risk assessment of chemicals such
as food additives, contaminants, and industrial chemicals (see below).
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For a drug, it may be that the therapeutic dose causes unacceptable side effects in such
hypersensitive individuals and cannot be used.

The portion of the dose-response curve between 16% and 84% is the most linear and may be
used to determine parameters such as EDsy, TDsp, or LDs. These are the doses, which, from the
dose-response curve, are estimated to cause a 50% response (either pharmacological, toxicological,
or lethal) in 50% of the animals or a 50% inhibition of an enzyme, for example. The linearity of the
dose-response curve may often be improved by plotting the logo of the dose, although this is an
empirical transformation. In some cases, dose-response curves may be linearized by applying
other transformations. Thus, for the conversion of the whole sigmoid dose-response curve into a
linear relationship, probit analysis may be used, which depends upon the use of standard
deviation units. The sigmoid dose-response curve may be divided into multiples of the standard
deviation from the median dose, this being the point at which 50% of the animals being used
respond. Within one standard deviation either side of the median, the curve is linear and includes
68% of the individuals; within two standard deviations, fall 95.4% of the individuals.

Probit units define the median as probit five, and then each standard deviation unit is
one probit unit above or below. The dose-response curve so produced is linear, when the
logarithm of the dose is used (Fig. 2.7).

As well as mortality, other types of response can be plotted against dose. Similarly, a
median effective dose can be determined from these dose-response curves such as the EDs,
where a pharmacological, biochemical, or physiological response is measured or the TDs
where a toxic response is measured. These parameters are analogous to the LDs, (Fig. 2.8). The
effective dose for 50% of the animals is used because the range of values encompassed is
narrowest at this point compared with points at the extremities of the dose-response curve. A
variation of the LDsq is the LCsg, which is the concentration of a substance, which is lethal to
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50% of the organisms, when exposed. This parameter is used in situations where an organism
is exposed to a particular concentration of a substance in air or water, but the dose is unknown.
Clearly, the exposure time in this case as well as the concentration must be indicated. The slope
of the dose-response curve depends on many factors, such as the variability of measurement of
the response and the variables contributing to the response. The greater the number of animals
or individual measurements and the more precise the measurement of the effect, the more
accurate are the parameters determined from the dose-response curve. The slope of the curve
also reflects the type of response. Thus, when the response reflects a potent single effect, such
as avid binding to an enzyme or interference with a vital metabolic function, as is the case with
cyanide or fluoroacetate, for example, the dose-response curve will be steep and the value of
the slope will be large. Conversely, a less specific toxic effect with more inherent variables
results in a shallower curve with a greater standard deviation around the TDs, or LDs,. The
slope therefore may give some indication of the mechanism underlying the toxic effect.
Sometimes, two dose-response curves may be parallel. Although they may have the same
mechanism of toxicity, this does not necessarily follow. The slope of the curve is also essential
information for a comparison of the toxicity of two or more compounds and for a proper
appreciation of the toxicity. The LDsy or TDs, value alone is not sufficient for this as can be
seen from Figure 2.9.

The type of measurement made, and hence the type of data treatment, depends on the
requirements of the test. Thus, measurement of the percent response at the molecular level
may be important mechanistically and more precisely measured. However, for the assessment
of toxicity, measurement of the population response may be more appropriate.

Apart from possibly giving an indication of the underlying mechanism of toxicity, one
particular value of quantitation of toxicity in the dose-response relationship is that it allows
comparison. Thus, for example, comparisons may be made between different responses,
between different substances, and between different animal species.

Comparison of different responses underlies the useful parameter, therapeutic index,
defined as follows:

TDsp LDso

or
EDsy  EDsg

Therapeutic Index (TI) =

It relates the pharmacologically effective dose to the toxic or lethal dose (Fig. 2.8). The
therapeutic index gives some indication of the safety of the compound in use, as the larger the
ratio, the greater the relative safety. However, as already indicated, simple comparison of
parameters derived from the dose-response curve such as the LDsy and TDs, may be
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misleading without some knowledge of the shape and slope of the curve. A more critical index
is the margin of safety:

TD LD
Margin of Safety = D L oor E)#l
99 99

Similarly, comparison of two toxic compounds can be made using the LDs, (TDs) (Fig. 2.9)
and the dose-response curves, and this may also give information on possible mechanisms of
toxicity. Thus, apart from the slope, which may be useful in a comparative sense, examination
of EDs;, TDsp, and LDsy may also provide useful information regarding mechanisms.
Comparison of the LDsy or TDs( values of a compound after various modes of administration
(Table 1) may reveal differences in toxicity, which might indicate the factors, which affect the
toxicity of that particular compound. Thus with the antitubercular drug isoniazid, there is little
difference in toxicity after dosing by different routes of administration, whereas with the local
anesthetic procaine, there is an 18-fold difference in the LDs, between intravenous and
subcutaneous administration of the drug (Table 2.1). Shifts in the dose-response curve or
parameters derived from it caused by various factors may give valuable insight into the
mechanisms underlying toxic effects (Table 2.2). The dosage of the compound to which the
animal is exposed is usually expressed as mg/kg body weight, or sometimes mg/m? of surface
area. However, because of the variability of the absorption and distribution of compounds, it is
preferable to relate the response to the plasma concentration or concentration at the target site.

This may be particularly important with drugs used clinically, which have a narrow
therapeutic index or which show wide variation in absorption or where exposure is unknown
(e.g., with industrial chemicals).

It will be clear from the discussion in the preceding pages, and should be noted, that the
LDs value is not an absolute biological constant as it depends on a large number of factors.
Therefore, despite standardization of test species and conditions for measurement, the value
for a particular compound may vary considerably between different determinations in
different laboratories. Comparison of LDs, values must therefore be undertaken with caution
and regard for these limitations.

Table 2.1 Effect of Route of Administration on the Toxicity of Various Compounds

Phenobarbital® Isoniazid® Procaine?® DFP®
Route of LDsq Ratio LDsg Ratio LDsg Ratio LDsq Ratio
administration (mg/kg) to i.v. (mg/kg) to i.v. (mg/kg) to i.v. (mg/kg) to i.v.
Oral 280 3.5 142 0.9 500 11 4.0 11.7
Subcutaneous 130 1.6 160 1.0 800 18 1.0 2.9
Intramuscular 124 15 140 0.9 630 14 0.85 25
Intraperitoneal 130 1.6 132 0.9 230 5 1.0 2.9
Intravenous 80 1.0 153 1.0 45 1 0.34 1.0

aMouse toxicity data.

PRabbit toxicity data on di-isopropylfluorophosphate.
Abbreviation: i.v., intravenous.

Source: From Ref. 9.

Table 2.2 Effect of BDL on the Toxicity of Certain Compounds

LDso (mg/kg)

Compound Sham operation BDL Sham-BDL ratio
Amitryptaline 100 100 1
Diethylstilboestrol 100 0.75 130
Digoxin 11 2.6 4.2
Indocyanine green 700 130 5.4
Pentobarbital 110 130 0.8

Abbreviation: BDL, bile duct ligation.
Source: From Ref. 10.
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The value of the LDs test and the problems associated with it have been reviewed (11).

Although the straightforward threshold model of the dose-response relationship as
described here is the one originally conceived and the one for which there is clear mechanistic
justification, other dose-response relationships have been suggested. The other dose-response
relationships are substantially different and lead to different predictions in relation to toxicity.
This becomes particularly important in risk assessment (see below).

2.9 LINEAR DOSE RESPONSE

When the effect of exposure to a chemical is the production of a cancer, it is sometimes
assumed, for instance, by regulatory agencies such as the U.S. Environmental Protection
Agency (EPA) that the dose-response curve passes through zero. Thus, it is not like the dose-
response curve we have been discussing above where there is a threshold. The zero threshold
dose response is predicated on the belief that the causation of cancer by a genotoxic
mechanism is a stochastic (chance) event, in which a reactive chemical binds to and damages
or alters DNA (see chap. 6).

Therefore, it is argued, there is no safe dose of such a chemical because one molecule
could theoretically interact with the DNA in one cell, which could then become a tumor.

Therefore, the curve is not an S shape but the lowest portion is linearized and
extrapolated to the origin (Fig. 2.10).

Now in practice it seems very likely that this is not the case and that an “effective”
threshold exists. This can be justified on the following grounds:

First, the chemical must gain access to a cell. This requires, at the least, crossing biological
membranes and entering an aqueous environment in which substances such as glutathione
and vitamin C are present, which can detoxify reactive chemicals.

Furthermore, most carcinogenic chemicals of concern need to be metabolized to reactive
intermediates. This requires interaction with an enzyme, which may only be present in certain
types of cell. Therefore, the chemical may need to traverse several cells and the bloodstream to
enter a metabolically competent cell such as those in the liver. As already discussed, by the
laws of mass action, just as a single molecule is unlikely to interact with and affect a receptor, a
single molecule is also unlikely to interact with the necessary enzyme and be converted into a
reactive metabolite. Even if it did, protective systems such as gluthione exist to remove such
reactive metabolites. In the event that a reactive metabolite formed reached the nucleus,
entered and reacted with DNA, further protective systems exist. One is DNA repair, which
removes and repairs damaged and altered DNA bases. Another is programmed cell death or
apoptosis, which removes damaged cells. Finally, the cell with damaged DNA may not divide,
an essential step in the production of a tumor. If these modifying factors were not significant,
we would probably all get cancer early in life.
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For these reasons, a threshold will exist for genotoxic carcinogens in practice. However,
one problem of demonstrating this experimentally is the absence of sufficiently sensitive
biomarkers, which can detect effects at very low doses. Using the appearance of tumors as the
endpoint is too insensitive, and therefore, the true nature of the dose-response curve at low
doses is unknown. Thus, the bottom of the dose-response curve is an area of uncertainty,
effectively a “black box” (Fig. 2.10). New and more sensitive biomarkers will help in this.

Furthermore, other types of toxic effect may also be stochastic events, if a reactive
metabolite interacts with a critical protein or affects a gene involved with development of the
embryo, for example.

2.10 HORMESIS

A third type of dose response relationship has been proposed, which is increasingly gaining
acceptance, and this is the hormetic kind. This kind of dose response, for which there
is experimental evidence, involves opposite effects at low doses, giving rise to a U-shaped or
J-shaped curve (Fig. 2.11). That is, there may be positive or stimulatory beneficial effects at
low doses. For example, some data indicate that at low doses of dioxin, the incidence of
certain cancers in animals exposed is less than occurs in controls. Another example is alcohol
(ethanol), for which there is evidence from a number of studies that low to moderate intake in
man leads to lower levels of cardiovascular disease. Of course, high levels of intake of alcohol
are well established to cause liver cirrhosis, various cancers, and also damage to the
cardiovascular system.

However, it must be ascertained if the positive effect is directly related to the toxic effect
and whether the same positive effect is observed using a variety of markers.

Mechanisms, which have been proposed to account for hormesis, are based on the
premise that low doses stimulate repair or protective measures and that this is followed by
overcompensation. Hence, there is a reduced level of pathological change. As the dose
increases, the damage and dysfunction are less easily repaired or there is less reserve capacity,
and as doses increase further, these processes are overwhelmed. This gives rise to a threshold
for toxicity. Changes stimulated by low doses include increased DNA repair following a
genotoxic insult, induction of stress proteins, and other endogenous protective substances such
as metallothionein and glutathione and induction of enzymes such as cytochrome P-450 (see
chaps. 5 and 6). However, these mechanisms can require exposure to more than one dose and
thus may have a temporal component.

Because the positive effects will occur at low doses, showing these experimentally is difficult
and it adds a layer of complexity to determining a dose-response relationship for a chemical.

Such effects may be confused or obscured by normal biological variation, as they are
typically only 30% to 60% above the control. Furthermore, if the background level of tumor
incidence (or other effect being measured) is low, it may be impossible to assess hormesis.
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Many toxicity studies, especially long-term bioassays carried out to determine potential
carcinogenicity, use high-dose levels (e.g., maximum tolerated dose), and consequently, any
hormetic response would be missed. To be properly evaluated, more doses and a wider dose
response would have to be investigated.

Even if hormesis occurs, there could still be a threshold for a toxic or adverse effect,
below which positive effects may occur. Therefore, the significance in toxicological risk
assessment and even in toxicology is not entirely clear (12).

However, it does mean that extrapolation of a dose response in a linear fashion to zero
could be too simplistic for some chemicals at least. Thus, mechanisms occurring after high-
dose exposure may not be relevant to low-dose risk assessment.

It is currently uncertain if this phenomenon occurs across all chemical types, species of
animal or cell, and type of toxic response.

This seems to be an area, which requires much further research using low doses and
sensitive biomarkers to detect effects at these doses.

2.11 HAZARD AND RISK ASSESSMENT

2.11.1 Risk Assessment
An important role for the dose-response relationship and biomarkers is in risk assessment.
Risk is a mathematical concept, which refers to the likelihood of undesirable effects
resulting from exposure to a chemical.
Risk is defined as the probability that a hazard will cause an adverse effect under specific
exposure conditions and may also be defined in the following way:

Risk = hazard x exposure

Hazard is defined as the capability of a substance to cause an adverse effect.

Conversely, safety may be defined as “the practical certainty that adverse effects will not
occur when the substance is used in the manner and quantity proposed for its use.”

As exposure increases so does the probability of harm, and therefore a reduction in
exposure reduces the risk.

Risk assessment is carried out on chemicals for the following reasons:

1. The likelihood of being a hazard to humans in the environment

2. The likelihood of persistence of the chemical in the environment and bioaccumulation

3. The likelihood that sensitive human and ecological populations may be exposed to
significant levels

4. An indication of hazard to human health

5. The likelihood of exposure via use or production

Risk assessment is the process whereby hazard, exposure, and risk are determined.

An underlying concept in risk assessment relies on the statement by Paracelsus (see
above) and the fact that for most types of effect, there will be a dose-response relationship.
Therefore, the corollary is that there should be a safe dose. Consequently, it should be possible
to determine a level of exposure, which is without appreciable risk to human health or the
ecosystem.

Risk assessment is a scientific process. The next stages are risk benefit analysis and risk
management, which require a different type of approach.

Risk assessment is the process whereby the nature and magnitude of the risk is
determined. It requires four steps:

1. Hazard identification. This is the evaluation of the toxic effects of the chemical in
question.

2. Demonstration of a dose-response or dose-effect relationship. Evaluation of the
causal relationship between the exposure to the hazard and an adverse effect in
individuals or populations, respectively.



28 Chapter 2

3. Exposure assessment. Determination of the level, frequency, and duration of
exposure of human or other organisms to the hazardous substance.

4. Risk characterization. Estimation of the incidence of adverse effects under the various
conditions of exposure.

Consider each of these in turn:

2.11.2 Hazard Identification
This is the evaluation of the potential of a chemical to cause toxicity and has been discussed
earlier in this chapter. As indicated, the data used are normally derived from

1. human epidemiology,
2. animal toxicity studies, and
3. in vivo and in vitro mechanistic or other studies.

A chemical may constitute a number of hazards of different severity. However, the
primary hazard (or critical effect) will be the one used for the subsequent stages of the risk
assessment process. For example, a chemical may cause reversible liver toxicity at high doses
but cause tumors in the skin at lower doses. The carcinogenicity is clearly the hazard of
concern.

Therefore in practice, normally, animal toxicity data is required (see above). Of course,
the differences between humans and other species must always be recognized and taken into
account (see below). It may be possible to use in vitro data both from human cells and tissues as
well as those from other animals to supplement the epidemiological and animal in vivo toxicity
data. However, at present such data cannot replace experimental animal or human
epidemiological data. The predictive use of structure-activity relationships is also possible,
and it is an approach, which is becoming increasingly important.

For example, the Threshold of Toxicological Concern concept has been proposed, which
reduces the amount of toxicological data necessary and therefore reduces the number of
animals used in the assessment of hazard. This uses a tiered approach and excludes certain
kinds of chemicals such as dioxins and organophosphates. It also makes use of structural alerts
and chemical classes to select out chemicals, which are likely to be of little toxicological
concern (13).

2.11.3 Dose Response Assessment

This stage quantitates the hazards already identified and estimates the relationship between
the dose and the adverse effect in humans. However, this requires extrapolation from possibly
high, experimental doses used in animals to levels likely to be encountered by humans.

The extrapolation from high to low doses will depend on the type of primary toxic effect.
If this is a carcinogenic effect, then a threshold normally cannot be assumed, and a
mathematical model is used to estimate the risk at low doses (see above). If the primary toxic
effect is noncarcinogenic, then it will normally be assumed that a threshold exists.

Risk assessment of carcinogens is a two-step process involving first, a qualitative
assessment of the data from the hazard identification stage (see above) and second, a
quantitation of the risk for definite or probable human carcinogens.

There are several models, which can be used and which range from ultraconservative to
least conservative:

1. The “one-hit” model. This is ultraconservative as it assumes that cancer involves only
one stage, and a single molecular event is sufficient to induce a cellular transfor-
mation.

2. The linearized multistage model (used by the EPA). This determines the cancer slope
factor, which can be used to predict cancer risk at a specific dose. It assumes a linear
extrapolation to a zero-dose threshold (Fig. 2.10). This factor is an estimate (expressed
in mg/kg/day) of the probability that an individual will develop cancer if exposed to
the chemical for 70 years.
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3. The multihit model, which assumes several interactions are necessary for transfor-
mation of a normal to a cancerous cell.

4. Probit model. This assumes a lognormal distribution for tolerance in the exposed
population.

Another model, which is increasingly being used, is the physiologically based
pharmacokinetic model. This uses data on the absorption, distribution, metabolism, tissue
sequestration, kinetics, elimination, and mechanism to determine the target dose used for the
extrapolation, but it requires extensive data.

The cancer risk values, which these models generate, are of course very different. For
example, for the chemical chlordane, the lifetime risk for one cancer death in one million
people ranges from exposures of 0.03 pg/L of drinking water for the one-hit model, 0.07 pg/L
from the linearized multistage model to 50 pug/L for the probit model.

This problem of risk assessment of chemicals, which are mutagenic and potentially
carcinogenic, relates to whether there is a threshold or not (see above). Although theoretically a
single molecule of a genotoxic chemical could reach the DNA in a cell, the chances of this
happening and causing a mutagenic change, which leads to a cancer, is extremely small. This is
because there are many barriers, which stand in the way of such an event, and further factors,
which modify the result even if it happens. As already discussed and will become clear in later
chapters, the chemical has to pass many hurdles or barriers before it can initiate a potentially
carcinogenic change.

For noncarcinogens, in which the dose response is believed to show a threshold, a dose
can be determined at which there is no adverse effect, the NOAEL (Fig. 2.12). The effect will be
one that is likely to occur in humans and which is the most sensitive toxic effect observed. If a
NOAEL cannot be determined (if the data is insufficiently robust), then the “lowest adverse
effect level (LOAEL)” is determined (Fig. 2.12).

2.11.4 Exposure Assessment
Exposure to a chemical converts it from being a hazard into a risk. Thus, determination of
exposure is crucial to the whole process of risk assessment. This involves evaluation of the
source of the exposure, the routes by which humans are exposed, and the level of exposure.
Of course in some situations of exposure to chemicals, such as around waste disposal
areas or chemical factories, exposure is to a mixture of possibly many different chemicals.
These may interact in a variety of ways (e.g., additivity, synergism, antagonism, potentiation,
see above).
Exposure may be by more than one route (inhalation, skin contact, ingestion), and different
types of organism may be exposed (human, animal, adult, infant). Therefore, the real-life situation
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of exposure to chemicals in the workplace or environment can be immensely complex when these
factors are taken into account. Risk assessment requires a consideration of these.

Actual exposure levels may not always be known, and therefore, such models may have
to be used, which use knowledge of air dispersion or ground water movements.

The physicochemical characteristics of the chemical in question (i.e., lipid solubility,
water solubility, vapor pressure, etc.) also will be important information.

However, the risk assessment process is more reliable if there is an indication of actual
exposures for both the experimental animals and humans, which have provided the data on
which it is based. As described, the exposure assessment may use biomarkers to improve the
process.

2.11.5 Risk Characterization

The final stage involves integration of the results of the preceding stages to derive a probability
of the occurrence of the adverse effect in humans exposed to the chemical. The biological,
statistical, and other uncertainties will have to be taken into account.

For carcinogens, the risk is expressed in terms of increased risk of developing a cancer
(e.g., 1 in 10°). This is calculated from the cancer slope factor and the 70-year average daily
intake in mg/kg/day.

From the NOAEL (or LOAEL if there is no reliable NOAEL), various parameters can be
determined.

For food additives, this is normally the acceptable daily intake (ADI). The ADI is the
amount of chemical to which a person can be exposed for a lifetime without suffering harmful
effects. The determination of these intake values requires the use of a safety or uncertainty factor.

For food contaminants,